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Abstract. We consider general homogeneous Agmon-Douglis-Nirenbergelliptic systems with
constant coefficients complemented by the same set of boundary conditions on both sides of a crack
in a two-dimensional domain. We prove that the singular functions expressed in polar coordinates
(r, θ) near the crack tip all have the formr

1

2
+kϕ(θ) with k ≥ 0 integer, with the possible

exception of a finite number of singularities of the formrk log r ϕ(θ) . We also prove results
about singularities in the case when the boundary conditions on the two sides of the crack are not
the same, and in particular in mixed Dirichlet-Neumann boundary value problems for strongly
coercive systems: in the latter case, we prove that the exponents of singularity have the form
1
4 + iη + k

2 with real η and integerk . This is valid for general anisotropic elasticity too.

Introduction

It is well known that the solutions of the Neumann problem forthe Laplace operator
or the Lamé system have strong singularities near a crack tip. In general they do not
belong toH

3

2 due to the presence of a singular function of the formr
1

2ϕ(θ) , with (r, θ)
the polar coordinates centered at the crack tip.

We prove in this paper that such a situation is still valid under very general hypotheses.
Let us recall that the general theory of elliptic boundary value problems near conical
singularities,cf KONDRAT’ EV [10] and GRISVARD [8], yields that singular parts in the
solutions are present at the crack tip and always have the form

rλ
∑

q

logq rϕq(θ),

where theλ are complex numbers, called thesingularity exponents. We prove that for
general elliptic systems in the sense of AGMON, DOUGLIS & N IRENBERG [1] with the
sameboundary conditions on both sides of the crack, the singularity exponents all have



the form 1
2

+ k with integer k , with the possible exception of a finite number of integer
numbers. In particular for systems of elasticity with general material law, we find again
the result proved by KOZLOV & M AZ ’ YA [12] and by DUDUCHAVA & W ENDLAND [7].

Extending our investigation to the more general situation where we may have two
different sets of boundary conditions on the two sides on thecrack, we prove that in a
fairly general situation the exponents are distributed with a period equal to1

2
: this fact is

not in contradiction with the situation when the boundary conditions are the same on both
sides of the crack: in the latter situation the integers alsoappear as primary exponents
of singularities, but at the end these integers do not play any role because the associated
“singular functions” are nothing but polynomials.

When the operator is a self-adjoint strongly coercive system and the boundary con-
ditions are mixed Dirichlet – Neumann, coupling our analysis with an argument inspired
by the paper [11] by KOZLOV & M AZ ’ YA , we obtain that the singularity exponents have
the form 1

4
+ iη + k with real η and integerk . This is also valid for systems of elas-

ticity with general material law, where our result gives back the result of DUDUCHAVA &
NATROSHVILI [6].

While the method of [7] and [6] is based on a pseudo-differential reduction to the
boundary and a partial Wiener-Hopf factorization, our method of investigation is rather
simple and explicit, based on a way of computingcharacteristic matrices, i.e. finite di-
mensional matricesN (λ) which are singular for theλ which are the singularity expo-
nents. This construction of characteristic matrices was introduced in our work [3].

Here we concentrate on themain singularities, i.e. those coming directly from the
poles of the inverse of the Mellin symbol, see (1.5), associated with the principal part of
the boundary value problem with coefficients frozen at the crack tip. These main singular-
ities generate directly the solution asymptotics near the crack tip when the boundary value
problem is homogeneous with constant coefficients. When theboundary value problem is
inhomogeneous, the solution asymptotics is a linear combination of these main singulari-
ties and of “shadow” singularities whose exponents are simply the main exponents shifted
by positive integers.

Moreover, when the domain is three-dimensional and is exterior to a screen region, the
singularities are still generated by the main singularities at a crack tip for associated two-
dimensional problems and our present study allows a description of the three-dimension
edge singularities,cf a forthcoming work.

Our paper is organized as follows: in§1 we set the boundary value problems and
define the singularity spaces and singularity exponents; in§2 we give Cauchy residue
formulas for these singularity spaces which allow in§3 the introduction and the study of
the characteristic matrixN (λ) . In §4 and 5 we deduce from the previous formulas the
above mentioned results in the general case and in the case when the boundary conditions
are the same on each side of the crack. In§6 and 7, we investigate mixed Dirichlet-
Neumann boundary conditions for general strongly coerciveself-adjoint systems, and for
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elasticity operators. We conclude our paper in§8 by regularity results for solutions of the
above mentioned problems.

1 Elliptic systems in a domain with crack

1.a A multi-degree elliptic boundary value problem

Let C := R2 \ Γ be the infinite bi-dimensional model region with crack. HereΓ is
a half line. We can assume that in a suitable system of coordinates(x1, x2)

Γ =
{
(x1, x2) ∈ R

2 | x1 > 0, x2 = 0
}
.

Let (r, θ) be the standard polar coordinates such thatx1 = r cos θ and x2 = r sin θ .

Let L(∂1, ∂2) be aN×N properly elliptic systemin the sense of AGMON-DOUGLIS-
NIRENBERG [1], homogeneous with constant coefficients. This means that there exist two
sequences of positive integers(σ1, . . . , σN) and (τ1, . . . , τN) such that the order of the
operator coefficientLjk of L is σj−τk . The assumption thatL is homogeneous means
that Ljk has no lower order term. Ifσj − τk is < 0 , it is understood thatLjk = 0 .

Let m be the half-sum of degrees(σ1−τ1)+ · · ·+(σN −τN ) . The proper ellipticity
means thatm is integer and that for every pair of independent real vectors Ξ = (ξ1, ξ2)
and Ξ′ = (ξ′1, ξ

′
2) the polynomial int , detL(Ξ + tΞ′) hasm roots with positive imag-

inary part andm roots with negative imaginary part.

Let B = (B1, . . . , Bm) and C = (C1, . . . , Cm) two systems ofcomplementing
boundary conditionsfor L on Γ in the sense of [1]. Every operatorBh has the op-
erator coefficientsBhk , k = 1, . . . , N and there exists a sequence of positive integers
(ρB

1 , . . . , ρ
B
m) such that the degree ofBhk is ρh − τk . Similarly the coefficientsChk

of the operatorCh has degreeρC
h − τk , with positive integers(ρC

1 , . . . , ρ
C
m) . Like the

operatorsLjk , all these boundary operators are supposed to have no lower order term.

Let us denote byγ+ and γ
−

the trace operators onΓ from the upper and lower half
plane respectively. In the present paper we are interested in the properties near the crack
tip 0 of any vector functionu = (u1, . . . , uN) solution of the following boundary value
problem 




Lu = f in C ,

γ+(Bu) = g+ onΓ,

γ
−
(Cu) = g

−
onΓ,

(1.1)

with the dataf = (f1, . . . , fN) , g+ = (g+,1, . . . , g+,m) and g
−

= (g
−,1, . . . , g−,m)

smooth enough.

This problem appears as a particular case in the general theory of elliptic boundary
value problems in domains with conical singularities as investigated by KONDRAT’ EV

in [10]. The main result coming from the general theory is thesplitting of any solution
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u into a regular partureg and a linear combination of a finite number ofsingular func-

tions u[j]
sing which only depend on the geometry of the domain and the coefficients of the

operators.

From explicit formulas relating to classical operators such as the Laplacian and the
Lamé system,cf GRISVARD [8, 9], it is well known that in the presence of a crack (a plane
angle with opening2π ) the Dirichlet and Neumann problems for the above mentioned
operators have all their singular functions of the formr

1

2
+kϕ(θ) with (r, θ) the polar

coordinates such thatx1 = r cos θ and x2 = r sin θ .

Several works are devoted to different boundary value problems for the elasticity sys-
tem with general material law: let us quote KOZLOV & M AZ ’ YA [12] and DUDUCHAVA

& W ENDLAND [7] who prove that the Dirichlet or Neumann boundary conditions onboth
sidesof the crack still yield singularity exponents equal to1

2
+ k and DUDUCHAVA &

NATROSHVILI [6] who prove that the mixed Dirichlet – Neumann problem has1
4
+ iη+ k

2

as singularity exponents (withη ∈ R and k ∈ N ).

Our aim is the investigation of these singular functionsu[j]
sing at the crack tip for the

most general elliptic system in the sense of [1]. Our method is also a simpler alternative
to the Wiener-Hopf method used in [7, 6].

1.b Singularity spaces

Let us now recall the description of singularities introduced in [5, 3]. Singularities are
in close relation withpseudo-homogeneous solutionsof the above problem (1.1) with zero
data f = 0 , g+ = g

−
= 0 . Let us introduce the relevant spaces of pseudo-homogeneous

vector functions in relation with the multi-degree of problem (1.1). Letλ be a complex
number. The spaceSλ(C ) associated withλ is defined as follows in polar coordinates
(r, θ)

Sλ(C ) =
{
u = (u1, . . . , uN) ∈ D

′(C )N | uk = rλ−τk

Q∑

q=0

logq r ϕ
q
k(θ)

}
. (1.2)

In the above definitionQ is an arbitrary integer and the angular functionsϕq
k belong to

C ∞([0, 2π]) . Let Sλ
0 (C ) be the subspace of homogeneous functions inSλ(C ) :

Sλ
0 (C ) =

{
u = (u1, . . . , uN) ∈ D

′(C )N | uk = rλ−τk ϕk(θ)
}
. (1.3)

The first singularity space associated with problem (1.1) is

X
λ(C ) =

{
u ∈ Sλ(C ) | u solution of (1.1) withf = 0 , g+ = g

−
= 0

}
. (1.4)

Of course, only the cases when this space is not reduced to{0} correspond to the pres-
ence of singularities. The correspondingλ are those for which theMellin symbolM(λ)
is not invertible. They are called“singular exponents”.

4



We recall that the Mellin symbolM of problem (1.1) is determined by the effect
of the operator of problem (1.1) on elements ofSλ

0 (C ) and is defined for any complex
numberλ as

M(λ) : C
∞([0, 2π])N ∋ ϕ 7−→ (ψ, χ+, χ−

) ∈ C
∞([0, 2π])N × C

m × C
m

with 



∑
k Ljk(r

λ−τkϕk) = rλ−σjψj in C , j = 1, . . . , N,

γ+

(∑
k Bh,k(r

λ−τkϕk)
)

= rλ−ρB
h χ+,h onΓ, h = 1, . . . , m,

γ
−

( ∑
k Ch,k(r

λ−τkϕk)
)

= rλ−ρC
h χ

−,h onΓ, h = 1, . . . , m.

(1.5)

According to the general theory [2, 10], the inverseM(λ)−1 of the symbolM is a
meromorphic operator valued function.

Then the spaceX λ(C ) in (1.4) is not reduced to{0} if and only if λ is a pole of
the inverse of the Mellin symbolM(λ) : for any poleλ0 of M−1 there holds

X
λ0(C ) =

{ 1

2iπ
diag

(
r−τk

) ∫

γ(λ0)

rλM(λ)−1Ψ(λ) dλ |

Ψ ∈ A[λ] ⊗ C ∞([0, 2π])N × Cm × Cm
}
,

(1.6)

with a closed contourγ(λ0) surroundingλ0 (and no other pole ofM−1 ) and the space
of analytic functionsA[λ] .

Moreover the non-zero elements of the spacesX λ(C ) are the singular functions in
the basic weighted Sobolev spaces of KONDRAT’ EV’s theory [10].

If ordinary Sobolev spaces are used to describe the regularity of data and solutions, we
have to take polynomials into account and define other singularity spaces for any integer
λ ∈ N , see [5]. We will come back to this in section 5 devoted to the situation where the
boundary conditions imposed on both sides of the crack are the same (B = C ).

2 Residue formulas for singularities

We are going to study the spacesX λ(C ) . For this we first recall a few notations and
results of [3].

2.a Residue representation for the singularity spaces

The first result is that there holds a residue representationof X (λ0) like (1.6) in-
volving only finite dimensional objects. Let us introduce first

W(λ) =
{
u ∈ Sλ

0 (C ) | Lu = 0
}
. (2.1)

There holds [3, Th.2.1]

5



Theorem 2.1 For all complex numberλ , the dimension of the solution spaceW(λ) is
equal to 2m and there exist2m analytic (with respect toλ ) vector functionsw−

+

ℓ (λ) ,
ℓ = 1, . . . , m , which form a basis ofW(λ) for any non-integerλ . The two subspaces
W+(λ) and W−(λ) of dimensionm generated byw−

+

ℓ (λ) have a special structurecf
Lemma 2.4.

We introduce the following two matrices

Definition 2.2 a. W (λ) is theN × 2m matrix formed with the twoN ×m blocks
W−

+
(λ) with coefficientsW−

+

kℓ(λ) = w−

+

ℓk(λ) , wherew−

+

ℓ1(λ) , . . . , w−

+

ℓN(λ) are the
N components of the basis vector functions in Theorem 2.1:

W (λ) =
(
W+(λ) W−(λ)

)
. (2.2)

b. N (λ) is called thecharacteristic matrixand is defined as the2 × 2 block matrix
with the m×m blocks

N (λ) =

(
B+(λ) B−(λ)
C +(λ) C −(λ)

)
, (2.3)

where B−

+(λ) and C −

+(λ) have coefficientsb−
+

hℓ and c−
+

hℓ respectively, determined
by the identities

γ+

(
Bhw

−

+

ℓ

)
= rλ−ρB

h b−
+

hℓ and γ
−

(
Chw

−

+

ℓ

)
= rλ−ρC

h c−
+

hℓ on Γ , (2.4)

for h and ℓ in {1, . . . , m} .

We have, [3, Th.4.5]

Theorem 2.3 Let λ0 in C . There holds:

(i) If λ0 is a pole ofM(λ)−1 then λ0 is a pole ofN (λ)−1 ; let d be the order of
this pole ofN (λ)−1 . Then

X
λ0(C ) =

{ 1

2iπ

∫

γ(λ0)

W (λ) N (λ)−1Ψ(λ) dλ | Ψ ∈ Pd−1[λ] ⊗ C
2m

}
,

with the space of polynomialsPd−1[λ] of degree< d

(ii) If a non-integerλ0 is a pole ofN (λ)−1 then λ0 is a pole ofM(λ)−1 .
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2.b Formulas for a basis ofW(λ)

To make this statement efficient, it remains to exhibit a basis of W(λ) . In order to do
that, we use notations and concepts from [3,§2.a]. For the elementary example whenL
is the scalar Laplace operator, such a basis is given simply by ζλ and ζλ for any λ 6= 0 ,
where ζ is the complex writing of the cartesian variables

ζ = x1 + ix2 = reiθ .

Such a result extends to our properly elliptic ADN systemL as follows. We introduce
the following diagonalN × N matrices for complex numbersλ ∈ C , ζ ∈ C , ζ∗ ∈ C

and α ∈ C , |α| ≤ 1 :

Z+(λ; ζ, ζ∗;α) =
(
λ(λ− 1) · · · (λ− τℓ + 1) (αζ + ζ∗)λ−τℓ δkℓ

)

1≤k,ℓ≤N

Z−(λ; ζ, ζ∗;α) =
(
λ(λ− 1) · · · (λ− τℓ + 1) (ζ + αζ∗)λ−τℓ δkℓ

)

1≤k,ℓ≤N

(2.5)

and the Cayley symbols ofL

L+(α) := L
(
α+ 1, i(α− 1)

)
and L−(α) := L

(
1 + α, i(1 − α)

)
. (2.6)

Noting that
∂1 = ∂ζ + ∂ ζ and ∂2 = i (∂ζ − ∂ ζ)

where ∂ζ , ∂ ζ satisfy

∂ζζ , ∂ ζζ = 1 , ∂ζζ , ∂ ζζ = 0 ,

we obtain
L(∂1, ∂2)Z−

+

(λ; ζ, ζ;α) = Z̆−

+

(λ; ζ, ζ;α)L−

+

(α) , (2.7)

where Z̆−

+ have a similar expression asZ−

+ with τℓ replaced withσj . According to [3,
Th.2.1], the elements ofW−

+(λ) can be obtained as Cauchy integrals in the variableα :

Lemma 2.4 For any non-integerλ ∈ C \ N there holds

W−

+

(λ) =
{ 1

2iπ

∫

|α|=1

Z−

+

(λ; ζ, ζ;α) (L−

+

)−1(α)F (α) dα | F (α) ∈ A[α] ⊗ C
N

}
. (2.8)

Due to the proper ellipticity ofL , both matricesL−

+ have no roots on the unit circle
(and exactlym roots inside the unit circle). In order to give a sense to the above integral,
we have to make precise what means a contour integral of the type

∫

|α|=1

(αζ + ζ)λ h(α) dα
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for a function h meromorphic inC without poles on|α| = 1 . There exists therefore
ρ < 1 such thath has no pole in{α ∈ C | ρ ≤ α ≤ 1} . We define(αζ + ζ)λ as the
product ζλ(1 + α ζ

ζ
)λ . This is well defined and analytic inα and λ for |α| ≤ ρ and

for ζ in the sectorC : We can choose the branch ofζλ that coincides with|ζ |λ on the
positive real axis. Then we define

∫

|α|=1

(αζ + ζ)λ h(α) dα :=

∫

|α|=ρ

ζλ
(
1 + α

ζ

ζ

)λ

h(α) dα , (2.9)

and similarly

∫

|α|=1

(ζ + αζ)λ h(α) dα :=

∫

|α|=ρ

ζλ
(
1 + α

ζ

ζ

)λ

h(α) dα . (2.10)

3 The characteristic matrices for crack tips

We give now a particular form for the matricesN (λ) in connection with the situa-
tion of a crack.

The following assumption yields simpler formulas for a basis of W−

+(λ) and, as will
be seen later, is not restrictive.

Hypothesis 3.1The roots of the equationsdetL−

+
(α) = 0 are distinct. Letα−

+

1 , . . . , α
−

+

m

be these roots contained in the unit disk|α| < 1 .

Then we have simple expressions for bases ofW−

+
(λ) :

Lemma 3.2 Under Hypothesis3.1, for any ℓ = 1, . . . , m let q−

+

ℓ ∈ CN be a non-zero

element of the kernel ofL−

+
(α−

+

ℓ ) . Then the following sets are bases ofW−

+
(λ)

w−

+

ℓ (λ) := Z−

+

(λ; ζ, ζ;α−

+

ℓ ) q−

+

ℓ , for ℓ = 1, . . . , m. (3.1)

According to (2.9) and (2.10), in the formulas givingZ−

+ we simply use the expres-
sions

(α+

ℓ ζ + ζ)λ := ζλ
(
1 + α+

ℓ

ζ

ζ

)λ

and (ζ + α−

ℓ ζ)
λ := ζλ

(
1 + α−

ℓ

ζ

ζ

)λ

. (3.2)

We still make Hypothesis 3.1. LetB−

+ andC−

+ be the Cayley symbols ofB andC ,
cf (2.6). Then there holds

{
B(∂1, ∂2)Z−

+
(λ; ζ, ζ;α) = Z̆−

+

B(λ; ζ, ζ;α)B−

+
(α),

C(∂1, ∂2)Z−

+(λ; ζ, ζ;α) = Z̆−

+

C(λ; ζ, ζ;α)C−

+(α) ,
(3.3)
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where Z̆−

+

B and Z̆−

+

C have similar expressions asZ−

+ with τℓ replaced withρB
h and ρC

h

respectively.

Thus using (3.2)-(3.3) we obtain that

Bhw
+

ℓ = λ(λ− 1) · · · (λ− ρB
h + 1) ζλ−ρB

h

(
1 + α+

ℓ

ζ

ζ

)λ−ρB
h

B+

h (α+

ℓ ) q+

ℓ

and similarly

Bhw
−

ℓ = λ(λ− 1) · · · (λ− ρB
h + 1) ζλ−ρB

h

(
1 + α−

ℓ

ζ

ζ

)λ−ρB
h

B−

h (α−

ℓ ) q−

ℓ .

As the trace operatorγp satisfiesγ+(ζ) = γ+(ζ) = r , we obtain for the coefficientsb−
+

hℓ

defined in (2.4)

b+hℓ = λ(λ− 1) · · · (λ− ρB
h + 1) (1 + α+

ℓ )λ−ρB
h B+

h (α+

ℓ ) q+

ℓ

and
b−hℓ = λ(λ− 1) · · · (λ− ρB

h + 1) (1 + α−

ℓ )λ−ρB
h B+

h (α−

ℓ ) q−

ℓ .

Introducing the diagonalm×m matrices

EB(λ) = diag
(
λ(λ− 1) · · · (λ− ρB

h + 1)
)

and
F−

+

(λ) = diag
(
(1 + α−

+

ℓ )λ
)

we have {
B +(λ) = EB(λ) × B+ × F+(λ)

B −(λ) = EB(λ) × B− × F−(λ),
(3.4)

with B−

+ the matrices with coefficientsb−

+

hℓ

b
+

hℓ = (1 + α+

ℓ )−ρB
h B+

h (α+

ℓ ) q+

ℓ and b
−

hℓ = (1 + α−

ℓ )−ρB
hB−

h (α−

ℓ ) q−

ℓ . (3.5)

In a similar way, noting that for any integern the traceγ
−
(ζλ−n) is equal torλe2iπλ

and the traceγ
−
(ζλ−n) is equal torλe−2iπλ , while γ

−

(
(1 +α ζ

ζ
)λ

)
is equal to(1 +α)λ

we obtain {
C +(λ) = e−2iπλEC(λ) × C+ × F+(λ)

C −(λ) = e2iπλEC(λ) × C− × F−(λ),
(3.6)

with C−

+ the matrices with coefficientsc−
+

hℓ

c
+

hℓ = (1 + α+

ℓ )−ρC
hC+

h (α+

ℓ ) q+

ℓ and c
−

hℓ = (1 + α−

ℓ )−ρC
hC−

h (α−

ℓ ) q−

ℓ . (3.7)
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Here the diagonal matrixEC(λ) is defined likeEB(λ) .

Formulas (2.3) and (3.4), (3.6) can be condensed in block form as follows

N (λ) =

(
EB(λ) 0

0 EC(λ)

) (
B+ B−

e−2iπλC+ e2iπλC−

) (
F+(λ) 0

0 F−(λ)

)
. (3.8)

Looking back at the definition of the diagonal matricesEB(λ) , EC(λ) and F−

+(λ) , we
have obtained

Lemma 3.3 The matrixN (λ) appearing in Theorem2.3has a factorization in a prod-
uct of three matrices

N (λ) = E(λ)

(
B+ B−

e−2iπλC+ e2iπλC−

)
F (λ) (3.9)

where the matricesE(λ) and F (λ) are diagonal. The matrixF (λ)−1 is holomorphic
in λ on C and E(λ)−1 has simple poles only, and the set of its poles is

{
0, 1, . . . , max

1≤h≤m
{ρB

h − 1, ρC
h − 1}

}
. (3.10)

The matricesB−

+ and C−

+ have coefficientsb−

+

hℓ and c
−

+

hℓ given by(3.5)and(3.7)respec-
tively.

4 Poles of the inverse Mellin symbol

The aim of this section is to combine Theorem 2.3 with Lemma 3.3 in order to collect
properties of the set of poles of the Mellin symbolM(λ)−1 in the situation of a crack tip.
We start with the following lemmas

Lemma 4.1 The matricesB−

+ and C−

+ appearing in Lemma3.9are invertible.

PROOF. It suffices to prove this forB−

+ . As the boundary systemB covers the interior
systemL , taking C = B we obtain an elliptic boundary value problem on the domain
C , and then, according to the general theory of corner domains, the associated Mellin
symbol has a meromorphic inverse. Therefore, in view of Theorem 2.3 the corresponding
characteristic matrixN (λ) has a meromorphic inverse. TakingB = C in (3.9) we
deduce that (

B+ B−

e−2iπλB+ e2iπλB−

)

has a meromorphic inverse. Therefore the same holds for the matrix
(

Id 0
−e−2iπλId Id

)(
B+ B−

e−2iπλB+ e2iπλB−

)
=

(
B+ B−

0 (e2iπλ − e−2iπλ)B−

)

and the matricesB+ and B− are invertible.

A straightforward calculation yields:
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Lemma 4.2 Let us setB = (B−)−1B+ and C = (C−)−1C+ . Then there holds

N (λ) = E(λ)

(
Id 0
0 e2iπλId

) (
B+ B−

0 C−

) ((
Id − e−4iπλB−1C

)
0

e−4iπλC Id

)
F (λ).

(4.1)

We deduce from this lemma a periodic structure for the setS(M) of the poles of the
inverse Mellin symbolM , which is called thespectrum of the Mellin symbol.

Theorem 4.3 The Mellin symbolM associated with problem(1.1)satisfies the following
properties: There exists an integern ∈ {1, . . . , m} and n distinct complex numbers
λ1, . . . , λn with Reλj ∈ [0, 1

2
) , such that the following inclusions hold for its spectrum

S(M)

{
λj + k

2
| 1 ≤ j ≤ n, k ∈ Z

}
\ J ⊂ S(M)

S(M) ⊂
{
λj + k

2
| 1 ≤ j ≤ n, k ∈ Z

}
∪ J

(4.2)

where J is the set of integers(3.10).

PROOF. 1. If Hypothesis 3.1 is satisfied, we deduce from Lemma 4.2 that the set of
the poles ofN (λ)−1 is the union of the setJ in (3.10) (which is the set of poles of
E(λ)−1 ) and of the setJ̃ of all λ ∈ C such that

(
Id − e−4iπλB−1C

)
is not invertible.

Therefore J̃ is the set of allλ ∈ C such thate4iπλ is an eigenvalue ofB−1C . Let
s1, . . . , sn be the (distinct) eigenvalues ofB−1C . Then using Theorem 2.3, we easily
obtain inclusions (4.2) by setting

λj ∈ C with Reλj ∈ [0, 1
2
), e4iπλj = sj. (4.3)

2. In the case when Hypothesis 3.1 is not satisfied, it is stillpossible to define a smooth
perturbation[0, 1] ∋ ε 7→ Lε of L , such thatLε is still elliptic, B and C cover it,
and such that the rootsα−

+

ℓ (ε) associated withLε are distinct. The corresponding Mellin
symbolsMε(λ) also smoothly depend onε . Therefore inclusions (4.2) hold forS(Mε) ,
thus, in the limit, forS(M) .

Remark 4.4 When the two boundary systemsB and C are distinct, we have amixed
boundary value problem and the situation where the domainC is a half-space is also of
interest in this case: the boundary of the half-space{(x1, x2) , x1 ∈ R, x2 > 0} is split
into the two partsΓ

−

+ = {(x1, x2) , x1 ∈ R
−

+, x2 = 0} and the boundary conditions are
given byB on Γ+ and byC on Γ

−
. Then we have a factorization of the characteristic

matrix N (λ) similar to (3.8) in the form

N (λ) =

(
EB(λ) 0

0 EC(λ)

) (
B+ B−

e−iπλC+ eiπλC−

) (
F+(λ) 0

0 F−(λ)

)
,
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with the same matricesB−

+ , C−

+ and F−

+ as in (3.8) and new matricesEB defined as

EB(λ) = diag
(
(−1)ρB

h λ(λ− 1) · · · (λ− ρB
h + 1)

)

and similarly forEC . Therefore, in that situation, we obtain that the singular exponents
are distributed with a period1 instead of 1

2
according to

{
λj + k | 1 ≤ j ≤ n, k ∈ Z

}
\ J ⊂ S(M)

S(M) ⊂
{
λj + k | 1 ≤ j ≤ n, k ∈ Z

}
∪ J

(4.4)

The fact that the singular exponents are distributed with a period 1 can be proved by a
more straightforward argument than the previous analysis:it suffices to remark that ifu
is a singular function belonging toX λ(C ) , then ∂1u is a singular function belonging to
X λ−1(C ) .

5 Same boundary conditions on both sides of the crack

We consider in this section the case when the two systems of covering boundary
conditionsB and C are equal. As a corollary of Theorem 4.3 we obtain:

Theorem 5.1 If B = C the spectrumS(M) of the Mellin symbolM associated with
problem(1.1)satisfies the following inclusions:

{
k
2

| k ∈ Z
}
\ J ⊂ S(M) ⊂

{
k
2

| k ∈ Z
}
. (5.1)

PROOF. If Hypothesis 3.1 holds, (5.1) is a consequence of (4.2) since the operatorB−1C

is now the identity, and thus the eigenvaluessj are all equal to1 . Thus n = 1 and
λ1 = 0 . If Hypothesis 3.1 does not hold, we obtain the result by a perturbation argument
as before.

For any non-integer singularity exponentλ , the corresponding singularity space
X λ(C ) can be described precisely.

Theorem 5.2 If B = C the singularity spaces associated with problem(1.1)satisfy for
any non-integer exponentλ = k

2
6∈ N :

X
λ(C ) =

{
u =

(
rλ−τ1 ϕ1(θ), . . . , r

λ−τN ϕN(θ)
)
| (ϕ1, . . . , ϕN) ∈ Φλ

}
, (5.2)

with a m -dimensional spaceΦλ .

PROOF. We assume that Hypothesis 3.1 holds. Letλ0 belong toS(M) \ N . Since the
operatorB−1C is equal to the identity inm × m matrices, the order ofλ0 as pole of
N (λ) is 1 and there holds

X
λ0(C ) =

{∫

γ(λ0)

(
W̃+(λ)−e−4iπλW̃−(λ)B

)
(1−e−4iπλ)−1E(λ)−1Ψ dλ, Ψ ∈ C

2m
}
,

12



where W̃−

+(λ) = W−

+(λ)
(
F−

+(λ)
)−1

. Therefore

X
λ0(C ) = Range

(
W̃+(λ0) − W̃−(λ0)B

)
× E(λ0)

−1.

As λ0 does not belong toJ , E(λ0) is invertible. Thus

X
λ0(C ) = Range

(
W̃+(λ0) − W̃−(λ0)B

)
. (5.3)

With Lemma 3.2 we now easily obtain (5.2). If Hypothesis 3.1 does not hold, we still
obtain the result by perturbation.

Although they belong to the spectrum of the Mellin symbol, integers generally do not
produce singularities in ordinary Sobolev spaces if the boundary data satisfyg+ = g

−
.

According to the principles of [5], see also [4], for any integer λ ∈ N we introduce

Y
λ(C ) =

{
u ∈ Sλ(C ) solution of (1.1) with polynomialf , g+ and g

−
= g+

}
.

And the singularity space associated with such aλ is a complementZ λ(C ) in Y λ(C )
of the homogeneous polynomials of multi-degreeλ− τk .

Theorem 5.3 If B = C there holds for integerλ ∈ N large enough:

dim X
λ(C ) = m, X

λ(C ) is a space of polynomials andZ λ(C ) = {0}. (5.4)

PROOF. We assume that Hypothesis 3.1 holds. Letλ belong to N \ J . Then we
have (5.3) and forλ large enough all columns of the matrixW (λ) are independent
polynomials. Therefore we have the first two assertions of (5.4).

If λ is an integer larger than allτk , σj and ρB
h , then the operator

(L, γ+B) :
N

⊗
k=1

Pλ−τk
−→

( N

⊗
j=1

Pλ−σj

)
⊗ C

m

has X λ(C ) as kernel and a simple evaluation of dimensions yields that it is onto. Then
we deduce thatY λ(C ) coincides with⊗N

k=1Pλ−τk
and thatZ λ is reduced to zero. If

Hypothesis 3.1 does not hold, we obtain the result once more by perturbation.

6 Mixed Dirichlet-Neumann problems for strongly coercive systems

In the former sections, we have proved that in the most general case the singularity
exponents have the formλj + k

2
with Reλj ∈ [0, 1

2
) and that when the boundary condi-

tions B andC coincide, theλj are equal to0 and that the integers in the familyλj + k
2

do not produce singularities in general. We are going to investigate an opposite situation
where theλj all satisfy Reλj = 1

4
(thus for any integerk , λj + k

2
is not integer and is

an “active” singularity exponent).
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Our interior operator is still an elliptic systemL = (Ljk) , but associated with a
variational formulation. The assumption about the orders of the operator coefficientsLjk

is that there exist(m1, . . . , mN) such that

degLjk = mj +mk.

We moreover assume that there are given coefficientsa
βγ
jk defining a differential hermitian

product
a(u, v) :=

∑

jk

∑

|β|=mj , |γ|=mk

a
βγ
jk ∂

βuj ∂
γvk,

such that for any bounded domainΩ there holds

∀u ∈ C
∞(Ω)N , ∀v ∈ C

∞
0 (Ω)N ,

∫

Ω

〈Lu, v〉 dx =

∫

Ω

a(u, v) dx .

Here 〈f, g〉 denotes the hermitian productf · g . Our assumption is the following

Hypothesis 6.1 1. The forma is strongly coercive in the sense that there exists a
constantc > 0 such that for allψβ

j ∈ C , j = 1 . . . , N , |β| = mj , there holds
the estimate

Re
∑

jk

∑

|β|=mj , |γ|=mk

a
βγ
jk ψ

β
j ψ

γ
k ≥ c

∑

j

∑

|β|=mj

|ψβ
j |

2. (6.1)

2. The system of boundary operatorsB is the canonical Dirichlet system of order
(m1 − 1, . . . , mN − 1) , i.e.

Bu =
(
u1, ∂nu1, . . . , ∂

m1−1
n u1, . . . , uN , ∂nuN , . . . , ∂

mN−1
n uN

)

and the systemC is the unique system(cf [13]) such that there holds(a)

∀u ∈
∏

j H
2mj(Ω), ∀v ∈

∏
k H

mk(Ω),
∫

Ω

〈Lu, v〉 dx =

∫

Ω

a(u, v) dx+

∫

∂Ω

〈Cu,Bv〉 dσ.
(6.2)

Let m be maxj mj . Then setting

σj = m+mj and τk = m−mk,

we obtain that the systemL is in the framework we used above, and its Mellin symbol
is defined with (1.5) as usual. Of course,m = m1 + · · · + mN and we can check that,
moreover

max
h

ρB
h = m− 1 and max

h
ρC

h = 2m− 1.

Thus the setJ in (3.10) is simply

(a) Equation (6.2) is valid in any case if∂Ω is smooth. If ∂Ω is piecewise smooth and if one of themj

is ≥ 2 , it may happen that one has to add corner contributions to theright hand side of (6.2).
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{
0, 1, . . . , 2m− 2

}
.

The aim of this section is the proof of (compare with Theorem 4.3)

Theorem 6.2 Under Hypotheses6.1, the Mellin symbolM associated with problem
(1.1) satisfies the following properties: There exists an integern ∈ {1, . . . , m} and
n distinct complex numbersλ2π

1 , . . . , λ
2π
n with Reλ2π

j = 1
4

, such that inclusions(4.2)
hold for its spectrumS(M) .

The proof of this theorem requires the consideration of problem (1.1) on any plane
sectorC ω of openingω , with ω ∈ (0, 2π] , that is





Lu = f in C ω,

γ+(Bu) = g+ onΓ+,

γ
−
(Cu) = g

−
onΓ

−
,

(6.3)

where Γ+ is the rayθ = 0 and Γ
−

the ray θ = ω .

Our first step is to deduce Theorem 6.2 from the following statement relating to the
mixed problem on the half-spaceC π :

Theorem 6.3 Under Hypotheses6.1, the Mellin symbolMπ associated with problem
(6.3) on the half-space satisfies the following properties. Thereexists an integern ∈
{1, . . . , m} and n distinct complex numbersλπ

1 , . . . , λ
π
n with Reλπ

j = 1
2

, such that the
following inclusions hold for its spectrumS(Mπ)

{
λπ

j + k | 1 ≤ j ≤ n, k ∈ Z
}
\ J ⊂ S(Mπ)

S(Mπ) ⊂
{
λπ

j + k | 1 ≤ j ≤ n, k ∈ Z
}
∪ J

(6.4)

with J =
{
0, 1, . . . , 2m− 2

}
.

PROOF OF “T HEOREM 6.3 ⇒ THEOREM 6.2”. The characteristic matrixN π(λ) of
problem (6.3) on the half-spaceC π can be factorized on a very similar way as in the case
of the domainC 2π : instead of the factorization (3.9) we find

N
π(λ) = Eπ(λ)

(
B+ B−

e−iπλC+ eiπλC−

)
F (λ), (6.5)

with the same matricesB−

+ , C−

+ and F (λ) as in (3.9), and

Eπ(λ) =

(
EB(λ) 0

0 EC
π (λ)

)
,

with EB as in (3.8) and

EC
π (λ) = diag

(
(−1)ρC

h λ(λ− 1) · · · (λ− ρC
h + 1)

)
.
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Therefore (6.4) holds with certainλπ
j such thatReλπ

j ∈ [0, 1) . Moreover, comparing
the factorizations (3.9) and (6.5) we clearly have

λ2π
j =

λπ
j

2
. (6.6)

It remains to prove thatReλπ
j = 1

2
. In order to do this we are going to prove the

following lemma which is inspired by [11].

Lemma 6.4 Let ω 6= π and 6= 2π . Then any singular exponentλ associated with
problem(6.3)satisfiesReλ 6= m− 1

2
.

PROOF. Let us assume that there existsλ with Reλ = m− 1
2

and such that there exists
a non-zero element ofSλ(C ω) solution of (6.3) withf = 0 and g

−

+ = 0 . A standard
argument yields thatu can be taken inSλ

0 (C ω) , i.e. u is homogeneous. For fixed real
numbersε and ρ such that0 < ε < ρ , let us set

C
ω
ε,ρ :=

{
x | ε < r < ρ and 0 < θ < ω

}
.

Then the boundary ofC ω
ε,ρ has four pieces

• its straight sidesΓ0
ε,ρ and Γω

ε,ρ ,
• its circular sidesGε andGρ .

Let us setv := ∂1u . Then formula (6.2) yields
∫

C ω
ε,ρ

〈Lu, v〉 dx =

∫

C ω
ε,ρ

a(u, v) dx+

∫

Γ0
ε,ρ ∪Γω

ε,ρ ∪Gε ∪Gρ

〈Cu,Bv〉 dσ.

The degrees of homogeneity ofu yield that the product〈Cu,Bv〉 is an homogeneous
function of degree−1 . Therefore(b)

∫

Gε ∪Gρ

〈Cu,Bv〉 dσ = 0 .

As u satisfies the Neumann conditionsCu = 0 on Γ
−

, thus onΓω
ε,ρ , we have

∫

Γω
ε,ρ

〈Cu,Bv〉 dσ = 0 .

As u satisfies the Dirichlet conditions onΓ0
ε,ρ , and ∂1 is a tangential derivativealong

Γ0
ε,ρ , v = ∂1u also satisfies the Dirichlet condition and

∫

Γ0
ε,ρ

〈Cu,Bv〉 dσ = 0 .

(b) If one has corner contributions to formula (6.2), they have the degree of homogeneity0 and they
cancel out at the two extremities ofΓ0

ε,ρ and Γω
ε,ρ .
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As Lu = 0 , we are left with the equality
∫

C ω
ε,ρ

a(u, v) dx = 0 .

But a(u, v) = a(u, ∂1u) = a(∂1u, u) . Moreover ∂1a(u, u) = a(u, ∂1u) + a(∂1u, u) .
Therefore we find that

Re

∫

C ω
ε,ρ

∂1a(u, u) dx = 0 .

Integrating by parts once more we obtain

Re

∫

Γ0
ε,ρ ∪Γω

ε,ρ ∪Gε ∪Gρ

n1 a(u, u) dσ = 0,

where n1 is the horizontal component of the outer unit normaln . But like above the
homogeneity of the producta(u, u) is −1 , thus

Re

∫

Gε ∪Gρ

n1 a(u, u) dσ = 0.

As n1 = 0 on Γ0
ε,ρ , we are left with

Re

∫

Γω
ε,ρ

n1 a(u, u) dσ = 0.

Since we have assumed thatω 6= π and 6= 2π , n1 is a non-zero constant onΓω
ε,ρ .

Moreover estimate (6.1) yields thatRe a(u, u) is ≥ 0 everywhere. Thus we obtain

Re a(u, u) = 0 on Γω
ε,ρ.

Applying (6.1) once more yields

∀j = 1, . . . , N, ∀β, |β| = mj , ∂βuj = 0 on Γω
ε,ρ.

Therefore for allℓ = 0, . . . , mj − 1 the restriction of∂ℓ
nuj to Γω

ε,ρ is a polynomialpℓ
j .

As uj is homogeneous with non-integer degree, this polynomialspℓ
j are necessarily0 .

Thereforeu satisfies the Dirichlet conditionsBu = 0 on Γω
ε,ρ . As u also satisfies

the Neumann conditions onΓω
ε,ρ , finally u satisfies theCauchy conditionson Γω

ε,ρ . As
Lu = 0 , by the Cauchy uniqueness theorem,u ≡ 0 .

Lemma 6.5 Any singular exponentλ associated with problem(6.3) satisfiesReλ 6=
m− 1 .

PROOF. This result is classical and can easily be proved like before by considering
u ∈ Sλ

0 (C ω) solution of problem (6.3) withf = 0 , g
−

+ = 0 and Reλ = m− 1 . Then it
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suffices to apply formula (6.2) withu and v = u . Then we find that
∫

C ω
ε,ρ

a(u, u) dx = 0,

whence we deduce with (6.1) that∀j = 1, . . . , N , ∀β , |β| = mj , ∂βuj = 0 . Therefore
uj is a polynomial of degree< mj . As all its derivatives of order< mj are zero on
Γ0

ε,ρ , we deduce thatuj = 0 , whenceu ≡ 0 .

For eachω ∈ (0, 2π] , let ξ(ω) be defined as

ξ(ω) = min
{
Reλ−m+ 1 | Reλ ≥ m− 1 and λ ∈ S(Mω)

}
.

The ellipticity of problem (6.3) implies that in any stripReλ ∈ [a, b] there is at most a
finite number of elements ofS(Mω) . Thus ξ(ω) is always> 0 . We have

Lemma 6.6 As ω tends to0 , ξ(ω) tends to+∞ .

PROOF. We fix ε , ε′ , ρ′ and ρ with 0 < ε < ε′ < ρ′ < ρ and take a smooth
function χ ≥ 0 on R which is ≡ 1 for r ∈ [ε′, ρ′] and ≡ 0 for r ≤ ε and r ≥ ρ .
Let λ ∈ S(Mω) with Reλ > m − 1 and u be a corresponding singular function in
Sλ

0 (C ω) . We apply formula (6.2) foru and v = χu on Ω = C ω
ε,ρ . We find that

∫

C ω
ε,ρ

a(u, χu) dx = 0.

There exists a sesqui-linear formb of orderm andm−1 on its first and second argument
such that

a(u, χu) = χa(u, u) + b(u, u).

As uj = rλ−τjϕj(θ) , settingϕ = (ϕ1, . . . , ϕN) and denotingm = (m1, . . . , mN ) and
H

m the product of Sobolev spaces
∏

j H
mj , we obtain the estimates

∫

C ω
ε,ρ

χa(u, u) dx ≥ 2β(Reλ) |ϕ|
2

Hm(0,ω)
(6.7)

and ∣∣∣
∫

C ω
ε,ρ

b(u, u) dx
∣∣∣ ≤ γ(Reλ) ‖ϕ‖

Hm(0,ω)
‖ϕ‖

Hm−1(0,ω)
,

with positive “constants”β(Reλ) and γ(Reλ) which depend continuously onReλ
and not onω . As ϕ satisfies the Dirichlet conditions onθ = 0 , we have the Poincaré
estimate in the form

‖ϕ‖
Hm−1(0,ω)

≤ c ω |ϕ|
Hm(0,ω)

.

Combining the five previous formulas we obtain that

β(Reλ)

c ω
≤ γ(Reλ),

18



in other words that there exist acontinuous functionδ of Reλ such that there holds

1

ω
≤ δ(Reλ), ∀λ ∈ S(Mω).

ThereforeReλ→ +∞ as ω → 0 .

As problem (6.3) is symmetric, there holds

Lemma 6.7 If λ belongs toS(Mω) , then 2(m− 1) − λ belongs toS(Mω) too.

END OF PROOF OFTHEOREM 6.3. We already know,cf Remark 4.4, that we have the
inclusions (6.4) with complex generatorsλπ

j such thatReλπ
j ∈ [0, 1) . Let us recall that

according to the factorization (6.5) theseλπ
j satisfy e2iπλj = sj with sj the eigenvalues

of B−1C , cf also (4.3). As the reunion of boundary conditionsB and C is a Dirichlet
system of order2mj − 1 with respect to thej -th argumentuj , the matrix

(
B+ B−

C
+

C
−

)

can be seen as a Wronskian and is non-singular. Therefore1 is not an eigenvalue of
B−1C and λπ

j is 6= 0 .

It remains to prove that theλπ
j satisfy

∀j = 1, . . . , n, Reλπ
j = 1

2
. (6.8)

Let us assume that (6.8) does not hold. This means that there exists at least oneλπ
j such

that Reλπ
j 6= 1

2
. Thus we have eitherReλπ

j < 1
2

or Reλπ
j > 1

2
. In the latter case,

applying Lemma 6.7 we obtain that2(m−1)−λπ
j also belongs toS(Mπ) . As λπ

j 6= 0 ,
the number2(m − 1) − λπ

j is not integer and for any integerk , 2(m − 1) − λπ
j + k

belongs toS(Mπ) , in particular1 − λπ
j whose real part is< 1

2
.

Anyway, using once more thatλπ
j 6= 0 and the periodicity, we obtain the existence of

a non-integer elementλπ
0 of S(Mπ) such thatReλπ

0 ∈ [m−1, m− 1
2
) . By Lemma 6.5,

Reλπ
0 6= m− 1 , hence

Reλπ
0 ∈ (m− 1, m− 1

2
).

The elements ofS(Mω) are continuous with respect toω and for anyω ∈ (0, π) we
can chooseλω

0 such that the applicationω 7→ λω
0 is continuous on(0, π] . Moreover

Lemma 6.5 gives that∀ω ∈ (0, π] , Reλω
0 > m− 1 . Then Lemma 6.6 yields thatReλω

0

tends to+∞ as ω → 0 . As Reλω
0 is a continuous function, there existsω ∈ (0, π)

such thatReλω
0 = m − 1

2
, which contradicts Lemma 6.4. Therefore we have proved

(6.8).
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7 Mixed Dirichlet-Neumann problems for general elasticity

Let us recall that the equations of linear two-dimensional elasticity are based on the
bilinear form a acting on displacementsu = (u1, u2) and v = (v1, v2) as

a(u, v) :=
∑

ijkl

Aijkleij(u) ekl(v),

whereeij(u) is the linearized strain tensor1
2
(∂iuj+∂jui) andAijkl is the rigidity matrix

of the material. The rigidity matrix satisfies the followingsymmetry properties

Aijkl = Ajikl = Aklij,

and the following positivity property: There exists a constant c > 0 such that for all2×2
symmetric matrices(τij) , there holds the estimate

∑

ijkl

Aijklτij τkl ≥ c
∑

ij

|τij |
2. (7.1)

The operatorL such that

∀u ∈ C
∞(Ω)2, ∀v ∈ C

∞
0 (Ω)2,

∫

Ω

〈Lu, v〉 dx =

∫

Ω

a(u, v) dx (7.2)

is elliptic of multi-order 2 in the sense of [1] but does not satisfy the strong coercivity
property (6.1). That is why Theorem 6.2 does not apply directly in this situation. Never-
theless, there still holds

Theorem 7.1 With the above property(7.1)on Aijkl , the Mellin symbolM associated
with the elasticity problem(1.1)on the crack domainC with L given by(7.2)and with
Dirichlet conditionsB and Neumann conditionsC satisfies the following properties:
There exists an integern ∈ {1, 2} and n distinct complex numbersλ2π

1 , . . . , λ
2π
n with

Reλ2π
j = 1

4
, such that inclusions(4.2)hold for its spectrumS(M) .

The proof follows the same lines as the proof of Theorem 6.2. Only differ the argu-
ments in Lemmas 6.4 and 6.6.

Concerning Lemma 6.4, we take as functionv : ∂τω
u where τω is the tangential

derivative along the sideΓ
−

and we start from the Green formula
∫

C ω
ε,ρ

〈Lv, u〉 dx =

∫

C ω
ε,ρ

a(u, v) dx+

∫

Γ0
ε,ρ ∪Γω

ε,ρ ∪Gε ∪Gρ

〈Cv,Bu〉 dσ.

As u satisfies the Dirichlet conditionsBu = 0 on Γ+ , thus onΓ0
ε,ρ , we have

∫

Γ0
ε,ρ

〈Cv,Bu〉 dσ = 0 .
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As u satisfies the Neumann conditions onΓω
ε,ρ , and ∂τω

is atangential derivativealong
Γω

ε,ρ , v = ∂τω
u also satisfies the Neumann condition and

∫

Γω
ε,ρ

〈Cv,Bu〉 dσ = 0 .

As Lu = 0 , there also holdsLv = 0 and we are left with the equality
∫

C ω
ε,ρ

a(u, v) dx = 0 .

Like in the proof of Lemma 6.4, asa(u, u) is nonnegative we obtain that

a(u, u) = 0 on Γ0
ε,ρ.

Then inequality (7.1) yields that

∀i, j = 1, 2, eij(u) = 0 on Γ0
ε,ρ.

As u satisfies the Dirichlet conditions onΓ0
ε,ρ we deduce from the above equality that

∂nu1 = ∂nu2 = 0 on Γ0
ε,ρ . Finally u satisfies theCauchy conditionson Γ0

ε,ρ and we
conclude as previously.

In Lemma 6.6, everything works in the same way, except that, in order to obtain the
estimate (6.7) which now takes the form

∫

C ω
ε,ρ

χa(u, u) dx ≥ 2β(Reλ) |ϕ|
2

H1(0,ω)

we have to use Korn inequality which, thanks to the Dirichletconditions onΓ0
ε,ρ , holds

with a constant uniform with respect toω .

Remark 7.2 If we consider a three-dimensional elasticity problem in a domain exte-
rior to a bounded two-dimensional manifoldS with boundary∂S (we call S the
screen region), we have to determine the singularities of generalized elasticity problems
on the two-dimensional domainC 2π : these generalized elasticity problems are obtained
by freezing the tangential variable along the edge∂S at each point of∂S . We can
prove by the same techniques as above that these generalizedelasticity problems satisfy
the conclusions of Theorem 7.1 too.

8 Consequences for the regularity

The boundary value problems that we have considered in sections 6 and 7 have a
variational formulation and, if posed in a bounded domainΩ , have a unique solution in
the variational space, which is the subspace ofH

m ( H1 in the situation of elasticity)
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with Dirichlet boundary conditions. Let us assume thatΩ = Ω0 \ S where Ω0 is a
smooth bounded domain andS is a smooth segment (or arc) whose closure is contained
in Ω0 . Two trace operators are associated withS : γ+ and γ

−
, corresponding to the

choice of two boundary operatorsB and C and the boundary value problem is now,
instead (1.1) 




Lu = f in Ω,

γ+(Bu) = g+ onS ,

γ
−
(Cu) = g

−
onS ,

(8.1)

Let us assume for simplicity thatg
−

+ = 0 . We suppose thatf belongs toHs−m(Ω) with
positive s .

If the boundary conditionsB and C on S coincide (and are equal to Dirichlet
or Neumann), thenu belongs toH

m+s(Ω) if s < 1
2

, this regularity being generically
optimal.

If B is Dirichlet andC Neumann (or the converse), thenu belongs toH
m+s(Ω)

if s < 1
4

, this regularity being generically optimal, too.
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